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Information Work in the Internet Age: 
Localizing, Evaluating and Representing Resources 

Thomas Mandl 

 

Abstract 
The amount of data on the internet continues to grow. At the same time, fund-
ing for professional information work for collection building, quality assess-
ment and content representation is reduced. The Layer Model responds to 
these challenges associated with the internet. The Layer Model shows how 
information providers can restrict the information work dedicated to content 
representation to small collections and, at the same time, allows users to ac-
cess much larger collections. Transfer modules apply intellectual information 
work to documents outside a core. This article shows how the Layer Model 
can be extended in order to integrate automatic quality assessment and auto-
mated collection building.  

1 Information Services in the Internet Age 

The explosion of online information and the technological advance offer great 
opportunities for the information industry. At the same time, however, they 
paradoxically pose a threat to many business models. The following opinions 
often expressed by users sum up some of these threats:  
• Everything is available for free. Why should anyone pay for content, ac-

cess or intellectual information work?  
• If something is online, then it must be accessible. Intellectual information 

work seems unnecessary.  
• I can find everything by myself. The availability of free information tools 

and their ease of use makes less experienced users believe that information 
retrieval and access are solved problems.  

 
The availability of free information tools which are based on a large amount 
of data leads to satisfying results in many cases. One example are internet 
search engines. However, information professionals have pointed out the low 
overall retrieval quality of general purpose search engines and the lack of ad-
vanced search options they provide. The retrieval quality of these tools seems 
to be far behind the quality of systems optimized for a specific task, as com-
parisons have shown (Hawking 2000). The continuing growth of the internet 
makes information retrieval and access ever more troublesome. The task of 
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information centers or information units in enterprises is becoming more dif-
ficult. In addition, the opinions stated above create growing pressure because 
intellectual information work seems obsolete and expensive.  
 
The Layer Model proposed by Krause 1998 responds to these challenges (see 
also Krause 2003). It is a sketch of a new role model for scientific information 
centers supported by public funds. Within the Layer Model, special attention 
is given to intellectual content representation. The Layer Model shifts the role 
of information centers from a monolithic center to a flexible moderator which 
integrates other information collections into its service. Although these col-
lections may not be indexed by the same staff and according to the same 
guidelines, they may provide an advantage for the user. As stated by Krause, 
there will always be information providers who will not concord to the stan-
dards proposed by central information centers, however, users will not accept 
that this data is neglected (Krause 2003:5). In the Layer Model, a moderator 
organizes layers of decreasing indexing representation quality and allows 
transparent access to all documents.  
 
The Layer Model may be applied by a large variety of information providers. 
Intellectual indexing seems to be an outdated strategy, however, in the inter-
net age and even faced with the ubiquitous availability of automatic indexing, 
it seems to flourish as never before. Information work is done by many ser-
vices of the new economy, often without being recognized as such. So far, the 
implementation of the Layer Model has been mainly based on text categoriza-
tion, a well established research area within information retrieval which as-
signs documents to predefined categories. These categories for an ontology in 
a domain are organized according to content. Text categorization uses evi-
dence from the content of the information object for the mapping to these 
categories.  
 
However, information centers carry out much more work than indexing. Es-
pecially important are collection building and quality control. In these areas, 
similar problems as in the case of indexing are apparent. The information cen-
ters (and many information companies) are experts for the tasks of collecting, 
evaluating and organizing information. In the internet age, the demand for 
these tasks is exploding. Paradoxically, the information specialists will not 
carry out these tasks any longer or at least not in the same form or to the same 
extent due to economic and social circumstances.  
 
High availability of information and information technology creates a huge 
demand for intellectual information work, however, it also feeds the myth that 
this work is not necessary and it also supports the truth that this amount of 
work simply cannot be done. Information work is not necessary because eve-
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rything is available and it cannot be accomplished because too much informa-
tion is being published. The creation and the maintenance of collections as 
well as quality control should therefore be also subjected to the Layer Model. 
Obviously, there exists a correlation between the quality of an object and the 
quality of its content representation. However, not all information providers 
worry about content representation. Many small publishers of high-quality 
documents are not even aware of the problems of proper content representa-
tion. They sometimes assume that general purpose search engines will be the 
predominant referrer to their information. And even when the content is or-
ganized, the structure may be in an inaccessible format.  
 
The next section will review the Layer Model and first implementation steps. 
The following two sections will deal with collection building and quality con-
trol respectively. They will both review previous work and discuss it within 
the framework of the Layer Model. 

2 The Layer Model for Information Services 

The Layer Model (Krause 1998) is concerned with the content representation 
of documents. Contrary to the traditional model of information provision, it 
does not assume that all information objects for one scientific discipline are 
indexed by the same staff and according to the same guidelines of one center. 
Such approaches to create uniform collections and representations have be-
come to inflexible to cope with the reality of information provision in the 
internet age. The technological advance allows many other players to provide 
access to specialized collections and to create representations based on new 
representation schemes or automatic indexing. The Layer Model postulates 
that an information service center needs to provide access to such collections 
in order to optimally serve its users (Krause 1998).  
 
The Layer Model aims at a new mix of manual indexing and automatic index-
ing. Because knowledge work in an information center can only be applied to 
a small subset of documents, this knowledge work needs to be automatically 
transferred to the other documents. Even when documents are indexed manu-
ally, they may not be represented within the same framework. The indexer of 
a different information provider may have used another ontology grounded in 
a different context.  
 
The Layer Model proposes layers of documents with similar levels of content 
representation. Potentially, any internet document can be included and a full 
text index may serve as its content representation. The user can access all lay-
ers or only layers with a guaranteed level of content representation. In that 
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manner, the Layer Model manages to integrate a large number of documents 
from the web without neglecting and losing high quality indexing done at in-
formation centers (Krause 1998). A similar situation occurs in many intranets 
where different levels of content representation can be easily identified. In a 
Layer Model approach, internet documents can be added as an additional 
layer of lower representation quality. 

2.1 Semantic Heterogeneity 

The use of different ontologies results in semantic heterogeneity (Mandl & 
Womser-Hacker 2001). Even identical indexing terms may have a completely 
different meaning because they occur in a different context in two ontologies. 
Some of the challenges can be summarized as follows: 
• Different terminology 
• Different levels of detail or abstraction 
• Different order of hierarchy construction (for example: physics -> ap-

plications of physics –> applications of radiology vs. physics -> radiology 
–> applications of radiology) 

• Different concepts resulting in different clusters 
 
Semantic heterogeneity has been recognized as a challenge in many informa-
tion retrieval applications (Chen 1998). Recently, it has also led to novel user 
interfaces for browsing (Heinz et al. 2003). Common approaches for treating 
heterogeneity are briefly reviewed in the following subsection. 

2.2 Text Categorization 

In order to allow access to an object based on an ontology, a system needs a 
representation of the object within this ontology. By extending the reach of 
ontologies beyond their primary objects, the Layer Model needs to generate 
representations of an object within these ontologies. This could be done by 
intellectual indexing, however, that would require too many resources. Con-
sequently, automatic or semi-automatic methods need to be employed.  
 
The intellectual work can be applied to the ontologies instead of the objects. 
Indexers could define mappings between the concepts or terms of heterogene-
ous ontologies (Hellweg et al. 2001). The mapping would define for example 
that term A from ontology Z is equivalent to term B from ontology Y. The 
generation of such concordances requires some resources, proves difficult for 
partial overlaps and cannot account for all interdependencies between con-
cepts.  
 

 62



Information Work in the Internet Age 

The most appropriate technology to delegate this task to machines is text 
categorization between ontologies or terminologies. In most cases, text cate-
gorization assigns documents to predefined categories based on a full text 
analysis (Mandl 2001, Joachims 2002). The text is indexed by standard in-
formation retrieval methods and represented by weights assigned to words or 
terms based on their frequency of occurrence. These terms can be regarded as 
features. In the same manner, terms from a controlled vocabulary like an on-
tology can serve as features for a text. Thus, the task for text categorization 
based on full text terms is equivalent to text categorization based on descrip-
tors from ontologies. Different learning methods have been applied to text 
categorization. Most often, statistical association measures like Naive Bayes 
provide mappings between pairs of terms. These learning algorithms derive 
the knowledge from examples provided as training data and do not rely on 
further human contributions. Neural networks and support vector machines 
have been employed as well (Mandl 2001, Joachims 2002).  
 
Text categorization is often used for the treatment of semantic heterogeneity. 
It requires that some objects have been indexed with two ontologies in order 
to derive a mapping. When such a corpus is not available, heuristic ap-
proaches are necessary. A two-step method was introduced by Mandl 1999. 
At first, a full text index of the documents is generated. Then, the terms of 
one ontology are searched within the documents and their occurrence is con-
sidered as evidence for a relationship between the ontology term and the 
terms from another ontology manually assigned to the document.  
 
Recent technological development within the area of the semantic web offers 
new opportunities for the Layer Model. The semantic web attempts to set 
standards for the semantic markup of information in order to make online in-
formation understandable for machines. In the semantic web, many informa-
tion sources are available when processing in database-like queries and for 
complex reasoning processes. The standards for achieving this goal stress the 
importance of ontologies for information management processes (Fensel et al. 
2003). The vision of a full functional semantic web may be far ahead. How-
ever, the standards seem to fit the needs of the Layer Model as well. The 
treatment of semantic heterogeneity has already been implemented with se-
mantic web technology in a few cases (e.g. Doan et al. 2002, Kölle et al. 
2004).  

3 Quality Models 

The heterogeneous quality of documents on the internet has been a matter of 
growing concern. Although there is no consensus on what quality means, 
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there is wide consensus that the quality of internet documents varies greatly. 
At first, the lack of control concerning content as well as form and presenta-
tion within the internet has led to the enormous success of the web. Every-
body has the possibility to publish any information. This situation has also led 
to many documents of questionable or dubious quality among the documents 
online1.  
 
As a reaction, the library and information science field created many criteria 
lists for evaluating the quality of resources2. These lists provide indicators for 
the quality of web resources. However, these criteria are very difficult to ap-
ply for the average user and they require considerable resources. The criteria 
lists show that even intellectual quality assessment is extremely difficult. 
Even more so, quality control has become impossible due to the large amount 
of documents online. As a consequence, quality assessment needs to be par-
tially delegated to information systems. This trend has been stimulated espe-
cially by the search engine Google3, which has integrated quality assessment 
into its result rankings. Meanwhile, other systems followed the trend to in-
corporate quality analysis. 
 
The following section reviews link-analysis and its shortcomings. The next 
section briefly shows advanced quality models and their modules and dis-
cusses their integration into the Layer Model. 

3.1 Link-based Authority Measures 

The most widely adopted approach to heuristically measure the quality of a 
page has been link analysis. The number of links pointing to a page are con-
sidered as the main quality indicator. A large number of algorithms for link 
analysis have been developed. The most well known ones are probably the 
PageRank algorithm and its variants (Dhyani et al. 2002).  

                                           
1 „The simplicity of creating and publishing web pages results in a large fraction of low 
quality web pages“ (Page et al. 1998:2) 
2 Wilkinson, G. L., Bennett, L. und Oliver, K. (1997). ”Evaluation criteria and indicators of 
quality of Internet resources.” In: Educational Technology, 37(3).  
Librarians’ Index to the Internet (ed.) (2004). Lii.org Selection Criteria. 
http://lii.org/search/file/pubcriteria [Zugriff September 2004]. 
Fenton, S. (1997). Information Quality: Is the truth out there? University of North Carolina 
Chapel Hill. http://ils.unc.edu/~fents/310/ [Zugriff September 2004]. 
California State University Stanislaus. University Library (ed.). (2003). Evaluation of Web 
Resources. http://www.library.csustan.edu/lboyer/webeval/webeval.htm [Zugriff Septem-
ber 2004]. 
3 Google Inc. (2004). Google Search Engine Homepage. http://www.google.com [Zugriff 
September 2004]. 
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The basic assumption of PageRank and similar approaches is that the number 
of in- or back-links of a web page can be used as a measure for the popularity 
and consequently for the authority of a page (Page et al. 1998). PageRank as-
signs an authority value to each web page which is primarily a function of its 
in-links. Additionally, it assumes that links from pages with high authority 
should be weighed higher and should result in higher authority for the receiv-
ing page. The algorithm is carried out in several iterations until the result 
converges. PageRank can also be interpreted as an iterative matrix operation 
which results in an approximation of the eigenvector of the connectivity ma-
trix of the web pages considered. Similar measures have been used for dec-
ades in bibliometrics for the evaluation of scientific literature within the net-
work of citations (Choo et al. 2000).  
 
Link analysis has several serious shortcomings. Certainly, quality is not the 
only reason for setting a link. The assignment of links is a social process lead-
ing to remarkable global patterns. The number of in-links for a web page fol-
lows a power law distribution (Dill et al. 2001). That means, many pages have 
few in-links while few pages have an extremely high number of in-links. In 
such a distribution, the median value is much lower than the average. This 
finding indicates that web page authors choose the web sites they link to 
without a thorough quality evaluation. Much rather, they act according to 
economic principles and invest as little time as possible for their selection. As 
a consequence, social actors in networks rely on the preferences of other ac-
tors (Pennock et al. 2002). A structure bias for the number of in-links of a 
page is also evident. Pages lower in a hierarchy are much less likely to receive 
in-links than homepages (Mandl 2003).  

3.2 Advanced Quality Measures 

Link-analysis considers only one knowledge source and cannot be a reliable 
quality measure. As a consequence, several research prototypes are experi-
menting with advanced quality models. One approach to measure the quality 
of the usability of web sites is to check the presence of tags and compare the 
tag structure to guidelines. For example, such programs check whether an al-
ternative text for a picture is provided (Brajnik 2001). These systems go little 
beyond a HTML syntax checking and measure solely one aspect of quality.  
 
An approach to measure the quality of text comes from educational informa-
tion systems and grades the essays of students (Foltz et al. 1999). The quality 
of an essay is either measured by its similarity to a model essay or by its in-
ternal coherence calculated as the similarity between subsections of the essay. 
The distance is calculated by latent semantic indexing (Foltz et al. 1999). 
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Current research is intensively working on the implementation of advanced 
quality models which consider more parameters than links and which include 
several perspectives. Examples are WebTango (Ivory & Hearst 2002), Blood-
hound (Chi et al. 2003) and AQUAINT4 (Automatic Quality Assessment for 
Internet Resources, Mandl 2002).  
 
The quality of documents independent from representation quality is an im-
portant dimension for the users of retrieval systems. Intellectual quality con-
trol and assessment cannot be provided for all documents on the web. Link 
analysis is a simple heuristic for quality assessment which has various limita-
tions. Advanced quality assessment strategies are based on human quality 
judgments. They identify patterns within large pools of human quality judg-
ments and apply these patterns to documents which have not been judged. 
However, the identification of reliable quality indicators remains an unsolved 
research question.  
 
Overall, the situation is similar to the scenario of the Layer Model where in-
formation work cannot reach all documents. As a consequence, human infor-
mation work is exploited beyond its initial purpose and transferred to a larger 
corpus of documents. Quality control is delegated to machines, however, the 
training data is provided by humans. The Layer Model should integrate con-
tent quality as an additional dimension. The quality of documents can be 
evaluated and they can be assigned to layers of heterogeneous quality. The 
user could then be offered a parameter to control the quality of the results.  

3.3 Collection Building 

To assure high quality of a collection, information centers incorporate only 
hand-picked resources or they rely on the quality assurance of other institu-
tions like editorial boards or publishers. Such an approach is not well suited 
for the internet and as a consequence, general purpose search engines on the 
web take a radically different approach. They collect all pages available. The 
internet continues to grow very rapidly. Large search engines claim to have 
indexed more than two billion pages. While size continues to be a major crite-
ria for the evaluation of search engines, there seems to be a growing trend to-
ward the other direction. Some search engines no longer try to index as many 
resources as possible. Rather, they focus on quality resources or on resources 
for specific topics.  
 
                                           
4 AQUAINT is supported by the Deutsche Forschungsgemeinschaft (DFG, grant nr. MA 
2411/3-1)  
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The first step toward the goal of automatically building high quality collec-
tions is the elimination of spam. Pages containing misleading information 
about their content for indexing purposes are usually considered to be of low 
quality. The next step may be the direction of a crawler5 toward high quality 
resources. The quality of pages can be assessed by link-analysis and pages 
with higher quality are visited earlier in the crawl (Menczer et al. 2001). In 
addition, crawling can be focused on thematically similar pages. For that pur-
pose, link and content information are combined. Pages downloaded by a 
crawler are analyzed, and the similarity of their content to the desired content 
profile is calculated. Content analysis methods known from information re-
trieval are applied to the similarity calculation.  
 
A collection of topically related pages can also be interpreted as a community. 
The recognition of web communities has also drawn considerable interest. 
Communities are often identified by the link patterns between their pages 
(Gibson et al. 1998). An overview of collection building (also referred to as 
topic distillation or resource discovery) is provided in Chakrabarti 1999.  
 
The application of collection building techniques within the context of the 
Layer Model can be used to create additional layers fully automatically. For 
higher layers, the quality requirements can be strict in order to create high 
quality collections. For lower layers, they can be relaxed in order to include 
more documents on lower levels.  

4 Conclusion 

This article discussed some of the information access challenges of the inter-
net age. The growing amount of information creates a great need for intellec-
tual information work. At the same time, funding for intellectual information 
work is not increased. As a consequence, a smaller fraction of all documents 
is subjected to information work. New models should better exploit the results 
of human knowledge work. The Layer Model is an approach for flexibly in-
creasing the amount of information accessible and, at the same time, decreas-
ing the quality of the content representation. Apart from automatic indexing, 
the information explosion has also led to approaches for the automatic con-
struction of collections based on different policies and methods to automati-
cally assess the quality of documents. Such modules need to be incorporated 
into the Layer Model. Systems should be enabled to automatically transfer 
collection policies, quality evaluation criteria, topical organization as well as 

                                           
5 A crawler is a program which automatically downloads internet pages and passes them on 
to the indexing module of a search engine.  
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content representation to new resources. Two objectives are reached by such 
an approach:  
• Knowledge work is exploited beyond its original purpose and transferred 

to other documents 
• Users gain flexible access to larger collections which are segmented into 

distinct layers 
 
The necessary competence profile of future information workers is shifting. 
The core of typical curricula for information professionals focused on know-
ledge in the tradition of library science. In the near future, technological 
knowledge to apply the novel techniques discussed in this paper will be ne-
cessary. In addition, information management approaches in information cen-
ters and in information businesses will need to be modified to take the new 
division of information work between human and machine into account. 
Some curricula have already been adopted toward such a profile (e.g. Beneke 
et al. 1999).  
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